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Reliability in Storage Systems
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A We care about all forms of data loss
A Device loss is one type

A Sector loss (uncorrectable bit errors or UBER) is another
d Also called non -recoverable read errors (NRRE)

A We will concentrate on sector loss events here

A Measure the raw bit error rate from flash devices
0 Need to see the ber behavior to understand NRRE
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FlashMemory Outline
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A Bit Error Rate tests

A Flash bit error rate vs. PE cycles and data age surfaces
A Flash empirical model

A Temperature tests

A Error Uniformity

A Things that go bump in the drive
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Measuring NAND Bit Error Rates

s

\' Measure ber (PEcycles,data age,reads,temperature ) J

A Measure raw bit error rate in an SSD
d Cycle quickly to various PE counts, age in real time
d Can compute NRRE from ECC specs and  ber

A Use SSDs with a hostmanaged interface (HMI)
d Physical block access 8 host manages wear leveling
d Host control of read, write, erase, raw read (no ECC correction)
d All accesses over std. interface (e.g. SATA)
d SSD purchased retall, firmware updated for HMI
0 Temperature controlled oven with temperature capture
o All writes are full erase -block stripes, in page -sequential order
0 Test state info stored in a library (and limited on drive)
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g Simplified ber Test Flow
FlashMemory

{ How flash was tested J

A Select set of erase block stripes
Erase stripe
Wait e -w dwell
Write stripe
PE++
If (PE mod 10 !'=0) { wait w -e dwell; goto Erase stripe }
Wait w -r dwell

Read stripe
A If (PE <PElimit) goto Erase stripe
A Wait age read We can pause the test here
A Read stripe to add idle gaps to
measure read disturb

A If (age > age_limit ) done;
A goto Wait age read
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\ Things we measured J
A PE Cycling

d Look at error counts at short data ages while cycling
d Max cycles out to 8x device spec
A Aging
d Look at error counts while not cycling
0 Read at a constantrate 0 typically 10 reads/H

A Read Disturb

d Limited to looking at effects of reads within the same stripe
0 Can separate from aging by changing the read rate
A We set rate to 0 for 24 H at 2 different times
A Temperature

0 Looked at range of temperatures from 30C to 100C
A Mostly <=70C to avoid device damage

0 Cycled, read and aged ALL at target temperature
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Exemplary Surface 3xnm 40C
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A ber limit corresponding to NRRE limit computed by inverting binomial
d Sector bits = 4096+195

d BCH 15 code 0 correct 15 error bits

d 1el15 = 1- binom.dist (15,4291 ,ber, TRUE) (Excel) C ber = 3.4e-4
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\ SSDsrunning at spec are at high risk of data loss J

A A consumer SSD operating at an NRRE interval of 1e15
d Probability sector loss per operation = 4.2e  -12 (512B sectors)

A Assume 10,000 4kB IOPS (on the slow side)
0 1.3el2 sector ops per year

AMean years between sector | o
0 MTTDL = 850 hours

0 Note: a consumer HDD does 100 4kB IOPS at 1e14 NRRE inteval
A MTTDL 8.5kHours (1 year)

A Would be better if NRRE was 1e17 for C SSDs
d 10 Y/sector loss, or 85,000H MTBF
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A JEDEC NRRE interval for consumer SSD is 1e15
A My suggested value is 1e17

A How much would this impact retention?

Memory Impacts of NRRE Limits
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LThe empirical ber model from all the devices tested J
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A The empirical bit error equation looks like this:
A = data age
C = program -erase cycles
R = reads since last write
a is a constant scale factor

[ Power law in age, reads ]

bit_errors_stripe = hAKRY + a/(1+( b/C) d) (egn. 1)

[ Log-logistic -curve in PE cycles J

0 h, k, g are functions of C as well, but this is messy enough

ANoone said this was going to
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Memory Reliability Examination
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Device Specifications J

A NRRE interval spec is 1e15
0 Equivalent probability of sector loss =4.2e -12

A Retention specification of 1 year at 3,000 PE cycles at 70C

Measured Results J

-

A NRRE limit reached at 3 months at 3,000 PE cycles at 40C

A Prob Sector Loss at 1 year projected as = 7.7e -5 (NRRE interval 5.6e7)
0 Missing retention limit by 4x results in a probability of sector loss of 1e7x!

How can the devices be this far off of spec? |

A Perhaps vendors aware, rely on FTL to relocate
dCanodot easily test the device to confirm

APerhaps they dondt know because they ¢
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FLASH TEMPERATURE TESTIN
AND MODELING
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